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Abstract: We propose an algorithm to enhance diffraction-limitedgess
based on pixel-to-pixel correlations introduced by thetdinvidth of the
Point Spread Function (PSF). We simulate diffractiondédiimages of
point sources by convolving the PSF of a diffraction-lirditeens with
simulated images, and enhance the blurred images with garidgdm.
Our algorithm reduces the PSF width, increases the contastreveals
structure on a length scale half of that resolvable in thenbarced
image. Our enhanced images compare favorably with imadesneed by
conventional Tikhonov regularization.
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1. Introduction

Due to the fundamental Rayleigh diffraction limit, an ala¢ion-free lens cannot clearly re-
solve features smaller than approximat&l§2NA), whereA is the wavelength of light and NA
is the numerical aperture of the imaging system [1]. Thisthtion corresponds to the width
of the point spread function (PSF). Techniques for circuming the diffraction limit typically
involve either specialized illumination [2, 3, 4, 5, 6], arttencement of blurry images [7, 8].
Specialized illumination techniques like stimulated esiua depletion (STED), when used on
fluorescent samples, can achieve excellent spatial résol(s¢ A /50) by bleaching fluores-
cence from the edge of the PSF. However, STED and other wodsibased on illumination
require more elaborate equipment than conventional dpticaoscopy. Superresolution algo-
rithms, while requiring no specialized equipment, tenddgartathematically complicated [7].

We have developed an algorithm that is far simpler than mtstramage enhancement
techniques, and can yield significant enhancement of lategalution in a single step. It works
particularly well for the resolution of small, bright objscon dark backgrounds, conditions
frequently realized with small fluorescent probes in biatagsamples [9]. Unlike most super-
resolution algorithms, our goal is not to transform a blumgage into a collection of discrete
point objects. Rather, we seek to enhance images with 3:déxReveal the presence of mul-
tiple probes when diffraction blur makes it difficult to désa whether the image contains a
single probe or multiple probes, (2) track the spacing betwgrobes separated by a distance
shorter tham\ , and (3) track changes in the relative intensities of twdprsseparated by a dis-
tance shorter thah. These enhancement capabilities are desirable in biokdwgre fluorescent
probes separated by short distances may aggregate or mastdraghe course of an experi-
ment, or fluctuate in intensity in response to changes indbal lenvironment. As we show in
this paper, our algorithm achieves these goals, is cometitith other image enhancement
techniques, and is exceedingly simple to implement.

Our algorithm exploits the fact that the finite width of theRPiBtroduces correlations be-
tween pixels. When using a microscope objective to image ggcbbnto an array of pixels,
we can think of the signal recorded by a pixel as being the suwadistinct parts: (1) light
from a conjugate region on the object; and (2) light from heigring regions on the object,
directed onto the pixel by diffraction from the finite apeeult is the second part of the signal
that introduces blur and limits image resolution. If theaset part of the signal can be accu-
rately estimated, we can correct for it and enhance an imageveal features smaller than
the diffraction limit, typically 500 nm in optical microspy. We use the basic features of the
diffraction-limited PSF (width, slope, and node) to con®ar pixel with other pixels in its
vicinity and estimate the contamination portion of the sig©ur technique can provide infor-
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mation on the distribution of fluorescent probes down to fersgales as small as 40% of the
Rayleigh limit.

2. Constructing thealgorithm

We will initially discuss imaging without noise, and neaethnd of this section discuss the ef-
fects of noise and how to deal with it. In all of this analysis will assume that the object being
imaged consists of a handful of sparse point sources, disitugealized in many biological
experiments with fluorescent probes.

Consider a single light source in the focal plane of a difimelimited lens. If the source
has a width much smaller than and also smaller thaahx/M, wheredx s the width of a pixel
in our detector and is the magnification of our imaging system, then we can regaad a
point source. In the image plane, we will see an Airy Disk veitprofile given by

I(r):(Jl(NA-ko-r/M))z

NA ko 1/M @

wherer is the radial distance in the image plakg~= 211/A, andJ; is the first order Bessel
function (of the first kind) [1]. The PSF is plotted as a fupatiof distance in Fig. 1. We will
focus on two key features of this PSF. The first is the nodetéatatr; = 0.61-A - M/NA
For visible light @ = 400— 700 nm) and a decent objective (NA = 0.5 for conveniencey, thi
corresponds to a distance of 600 nm in the object plane. Ttendefeature of interest is the
inflection point, where the slope of the PSF is a maximum. Thiscated at, = 0.235- A -

M /NA, which for our choice of parameters corresponds to a degtaf 235 nm in the image
plane. These key features are indicated in the plot in Fig. 1.

Our imaging geometry is indicated in Fig. 2. Consider a pindlich we will call P, in the
image plane of a diffraction-limited lens. P is conjugateteegion of the object plane which
we will call O, and receives light from O, as well as light fraraighboring areas of the object
plane. Our goal is to get a good estimate of the amount of tighting from sources located
within the region O in the object plane.

We begin by using the node of the PSF to estimate and subli@pbtrtion of the signal due
to blur. In Fig. 2 we have drawn a ring R1 of pixels located atstathcer; from P (wherery,
as above, corresponds to the first node of the PSF in Fig. £s€Tpixels are not receiving any
light from O. If we are trying to image fluorescent probes safel by a distance shorter than
the diffraction limit, then we can assume that any lightifgjlon these pixels is dominated by
light from objects close to O, which contribute blur to thgrsl recorded at P. By averaging
the signals recorded on the pixels located along R1 we gestmate of the amount of blur
included in the signal at P.

We can also gain information by considering the ring R2,fedat a distance from P corre-
sponding to the inflection point of the PSF; & 0.235-A - M/NA, as above). Due to the steep
slope of the PSF at that distance, the signal along R2 is edlyesensitive to small displace-
ments of light sources at or near O in the object plane. Thagngar to the concept exploited in
differential confocal microscopy [10, 11]. If the intensiiegistered at the pixel P (after back-
ground subtraction) ik, then if there were only a point source at O and no other lightces
in the vicinity, every pixel along R2 would register a valR8Fry) « 1, = 0.56x 1. However,
if different pixels along R2 record different values thenwam conclude that they are receiving
light from sources other than whatever is located at O. Tkelpecording the lowest value
along R2 is the one that received the least light from sounoé$ocated at O. This is similar
in spirit to the CLEAN algorithm [12, 13], in which local exma are used to infer information
on the distribution of radiation sources. However, we useinma rather than maxima, and at
each step only search for minima in a small portion of the ienag
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Fig. 1. A plot of the PSF for a diffraction-limited lens, identifying the nodecdlied at
r1) and point of steepest slope (located gt Both of these features are exploited by our
algorithm.

Fig. 2. An illustration of our imaging geometry. A region O in the object plarimaged
onto a pixel P in the image plane. When enhancing the image we examinegowdsthe
rings R1 and R2, which correspond to the node and inflection point ofSRkerBspectively.
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We cannot, however, conclude automatically that the piebrding the lowest value along
R2 is the one providing the best estimate of the light sowrcated at O. We must also consider
the light detected at the pixel P. If the other light souraesciose to O but not symmetrically
distributed around O, then they will send more light to piRRehan they send to at least some of
the pixels along the circle R2, and the lowest value recoadiay R2 will be less than.B6x1;.

In this case, we should use the lowest value recorded along &2imate the light coming from
O, and divide that value by 0.56 to account for the shape oP&ieé On the other hand, if the
other light sources are located somewhat farther from tivé @bin the object plane, or evenly
distributed around O, then the pixels along R2 will receivaerlight from those sources than
the pixel P. In that case, the lowest value recorded along iRDevgreater than %611, and
we should simply use the value recorded at the pixel;Pas the best estimate of the light
coming from O.

These considerations motivate us to propose the followirnggtep algorithm for enhancing
diffraction-limited images:

Step 1: For each pixel in the image, draw a ring R1 around it, with ausdorresponding to
the first node of the PSK & 0.61- A - M/NA). Compute the average intensity along the edge
of this circle, and subtract that average from the signalsuesl at the center of the circle. Set
all negative values equal to zero, since negative valuasdtela pixel is recording diffraction
blur rather than light from a conjugate region in the objdanp.

Step 2: For each pixel in the post-subtraction image, draw a ring iRRrad it, with a radius
corresponding to the inflection point of the PSF(0.235- A - M/NA). Find the minimum
intensityImin along R2 and compare it with the intensltyat the center of the ring. Iin <
0.56 11, replace; with Imin/0.56. Otherwise, leavh unchanged.

Noise is an obvious concern in the second step, which selentaimum. Anomalously low
values could be propagated. However, imaging systems cayraeed with microscopes can
achieve noise levels lower than 1%. If noise reduction ispoasible with the hardware in use,
noise can be filtered with a simple moving average. The in&bion used in step 2 comes from
the linear portion of the PSF, which has a width of approxetya200 nm. A moving average
taken over a box with width< 200 nm can reduce noise without washing out the signal of
interest, since a moving average applied to a linear funegturns the same linear function.

It is also worth discussing whether the logic of the secoad stin be said to hold rigorously
after the background subtraction in the first step. We haaenéxed this issue, and found that
properly accounting for the effects of background subinactvould require that we use a value
of rp that is about 5% lower, and reduce the 0.56 ratio to appraein®.52. However, the
precise values of the optimal adjustments depend somewlftaeaontent of the image. Also,
optimizing the parameters yields only slight improvementperformance (barely noticeable
under visual inspection), as long as the second step is mgikithe linear portion of the PSF.
As long as we are working in that linear region, where the esligpsteep and approximately
constant, the precise radius used does not matter appsediéd see this robustness against
small changes in parameters as a virtue of our algorithm.

We also note that our algorithm can be easily modified foragituns in which the PSF dif-
fers from Equation (1), perhaps due to aberrations, or wgsbut of the nodes due to non-
monochromatic illumination. In all such cases there will e a distance at which the slope
of the PSF is maximized. The second step of the algorithmioametore be changed simply by
substituting the appropriate radius and value of the PSEfifs$t step of the algorithm, estimat-
ing a background, can also be implemented for any realiSig Bven if the node of the PSF
is washed out. Draw the circle R1 at a distance where the PSEdwayed to a small (user-
defined) valuee, and average the signal recorded around R1. That averaws sggpresents the
background, plus a contribution due to the object at theezentith valuee times the center

#10414 - $15.00 USD Received 24 January 2006; revised 30 March 2006; accepted 4 April 2006
(C) 2006 OSA 17 April 2006/ Vol. 14, No. 8/ OPTICS EXPRESS 3197



value. It is therefore easy to correct the background egtilefore subtracting it.

3. Methods

We tested our algorithm computationally. We generated/amépixels bright point sources on
a dark background. We then convolved these arrays with tikedP8 diffraction-limited lens,
given by Equation (1), to simulate the image that a diffi@etimited lens would produce. For
computational simplicity, the PSF was truncated to zererdfte third node (corresponding to
a distance of 1.um in the object plane). Past the third node, the PSF is less Q296 of
its maximum value, and hence negligible. Finally, we enkdraur images with the algorithm
described above. All calculations were performed in Matlab

We assumed a wavelenghh= 500 nm, and a lens with NA = 0.5. We typically assumed
a pixel size of 4um, comparable to high quality digital cameras. Assumingraaging sys-
tem with a magnification of 100, gm pixels in the image plane correspond to 40 nm squares
in the object plane. Calculations with smaller pixel siz&2% um or 2.5 um, correspond-
ing to 12.5 nm or 25 nm squares in the image plane) were peeiand compared with the
lower-resolution results to verify that our results weraanway artifacts of pixel size. We will
generally show the lower-resolution images, as they aremealistic given current hardware.
However, work performed at higher resolution will also bewh, and the higher resolution
will be noted.

To simulate the effects of noise in light detection, we idtroed Poisson noise into the
diffraction-limited images. At each pixel we generated ad@m number from a Poisson dis-
tribution, using the “imnoise” command in Matlab. The meand aariance of the Poisson dis-
tribution were set by the pixel value in the diffraction-lted image (before the introduction
of noise). Except when noted, each image was normalizedasppior to the introduction of
noise, the peak value was 100 counts, giving a Poissonliistn with a mean of 100 and a
standard deviation of 10, or a signal to noise ratio of 20 dfds Tioise level was chosen to test
the performance of our system under realistic conditiormésyimages were then smoothed by
a moving average with a box width of either 120 nmg(#h pixels) or 100 nm (1.2%m and
2.5 um pixels).

4, Results

We begin with the simplest case, of a single point sourceidnré 3 we show (a) diffraction-
limited and (b) enhanced images of a point source. The iityepsofile (c) shows that the
diffraction blur is not only narrower in the smoothed and amted image~¢ 200 nmvs. 500
nm full width at half maximum, or FWHM), it also has a steepeofipe without a flat top,
giving greater contrast.

In Fig. 4 we show diffraction-limited and enhanced imagegpaifs of point sources (equal
intensities) separated by 400 nm and 240 nm. In one of thes ¢thegoint sources are located
along a diagonal axis rather than the horizontal directiomemonstrate that our algorithm’s
results are independent of orientation. Enhancementdaitsolve the image into distinct point
objects. However, it does significantly increase the asfaict of the image, clearly revealing
the presence of structure.. We have verified that the sanméativa behavior remains for a
range of pixel sizes (down to 12.5 nm in the object plane) aisenevels.

More importantly, our algorithm shrinks the horizontal FWHi¥ithe image (and hence the
estimate of the object spacing) to approximately the olgpating. This trend continues down
to probe spacings as small as 200 i (2.5- NA)). By way of comparison, the diffraction-
limited images over-estimate object spacings by appraot€in&00 nm. Looking in the vertical
direction (transverse to the line connecting the point sesly, diffraction-limited images only
localize the sources within approximately 500 nm, while images localize the point objects
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Fig. 3. (a) Diffraction-limited image of a point source. (b) Enhancedje#Scale bars in-
dicate wavelength of light). (c) Intensity profile of diffraction-limited an¢hanced images,

taken along the horizontal axis through the center of each image. Feanatesymmetry
due to noise and pixellation.

to a region 150-200 nm across, with the vertical localizatroproving as the object separa-
tion increases. If the user knows these aspects and lionig&bf the algorithm, quantitative
information can be inferred concerning the spatial distidn of fluorophores in a microscopy
experiment.

To explore the aspect ratio issue more quantitatively, @ Biwe plot the aspect ratios of
diffraction-limited and enhanced images as a function gécttspacing. The aspect ratios were
estimated from the FWHM measured along the horizontal anticeédirections. The error
bars reflect the uncertainty due to finite pixel size, and soitomize the effects of pixel size
we analyzed images with smaller pixels, corresponding t& ©2n in the object plane. For
these purposes we also refrained from introducing noileoadh we have verified that mod-
erate noise does not significantly affect aspect ratios.diffierence between the diffraction-
limited and enhanced images remains significant down toraBpas of approximately 200
nm, orA /5NAin terms of our computational parameters. Significantl torresponds to the
FWHM obtained when enhancing an image of a single point solirseems thaf /SNA, or
approximately 40% of the Rayleigh limit, is the limit of régtion when applying our method
to images of fluorescent point probes, consistent with the MAtained for a point source
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Fig. 4. Images of two point objects of equal intensity, with spacings natestale bars:
(a), (b), (c) Diffraction-limited images; (d), (e), (f) Enhanced iraag
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Fig. 5. Aspect ratios of diffraction-limited and enhanced images of twotmbjects of
equal intensity, plotted as a function of the object spacing.
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51 21 2:1

Fig. 6. Images of two point objects of unequal intensity, with spacingsatelicby scale
bars and intensity ratios noted below. (a),(c),(e) Diffraction-limited iesagb),(d),(f) En-
hanced images.

in Fig. 3.

We also analyzed images of point sources with unequal iitiesisRepresentative images are
shown in Fig. 6. When such images are enhanced, a noticeaaledtop” shape is revealed.
The distinctive shape becomes more pronounced with incga®ntrast ratio but less pro-
nounced with decreased object spacing. Unlike aspecteatiancement, the tear drop shape
due to contrast between the point sources is only visualhasgt for object spacings greater
than approximately 300 nm. To better highlight the teardsiogpe, we used a pixel size of 2.5
um on a side (25 nm in the object plane). For the noise level,gaénanormalized so that the
peak value in each image was 100 before enhancement. Sinmesweing smaller pixels, this
corresponds to a longer integration time.

We have also applied our algorithm to images more complicttan two discrete point
objects. When working with multiple point objects, the maimitation we find is that we
cannot distinguish between, say, a pair of fluorescent grekparated by 400 nm or a row
of several fluorescent probes in a row spanning 400 nm. Atdoedomes very difficult to
distinguish a roughly circular distribution of moleculesrh a single molecule, if the molecules
are separated by less than approximafelfNA. However, in the hands of a careful user this
is not an insurmountable flaw. In many cell biology experitsghe observer is interested in
whether two molecules came together, whether moleculemsige or outside an organelle,
or whether a molecule crossed a membrane[9]. In all suclirmistances, it is useful to have
the ability to infer the existence of multiple probes (as @gga to a single bright probe) and
measure distances smaller than the diffraction limit. Anredfiently the experimenter will know
whether the events under observation are likely to involve probes or many probes, based
on prior knowledge of his system. Also, applying our methmahtages more complicated than
discrete and sparse point sources fails to achieve sigmifexahancements. However, as we
have emphasized, our algorithm remains useful for sitnatmmmonly encountered in cell
biology.

5. Comparison with conventional Tikhonov regularization

We compared our algorithm with enhancement by conventidikdlonov regularization [14].
Tikhonov regularization approaches image enhancement awerse problem: Consider the
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Fig. 7. Images of two point sources separated by 320 nm (scale (aarPriginal
diffraction-limited image. (b) Image enhanced by our method. (c)+gdges enhanced
by Tikhonov regularization with regularization parameter (¢)1.0, (d) 4.3, and (e) 10.0.

PSF as a matrix acting on a vector of intensity values (pixefee original object) to produce
a new vector of intensity values (pixels in the final imagéjhé PSF matrix is inverted, then
in principle the original image can be obtained from therdifion-limited image. In practice,
however, the inverse of the PSF matrix acts to strongly dynptiise. Some tradeoff is therefore
needed between avoiding noise amplification and enhaneatgries. Methods that make these
tradeoffs are called regularization methods, and a pdatiyucommon and easy to understand
method is called Tikhonov regularization. Tikhonov regiziation quantifies this tradeoff with
a dimensionless parameter callédwhereA = 0 corresponds to naive inversion of the PSF
matrix, and increasing the value af gives greater weight to avoiding noise amplification.
(Deference to two different conventions unfortunatelyuiesp that we attribute two different
meanings to the same symbol, a situation for which we mostilye@pologize.) For a detailed
description of Tikhonov's method and methods for choosireggarametek see the references
[14].

We implemented Tikhonov's method with the publicly avaiéalpackageRegularization
Tools 3.1 by P.C. Hansen [15, 16]. This package of tools can be implésden Matlab. To
avoid any complications associated with spatially coteglanoise, we skipped the moving av-
erage step and instead worked at a lower noise level (maxiocoumts value is 300 instead of
100). This should also favor Tikhonov regularization in twemparison, since regularization
becomes closer to exact deconvolution as the noise levehies lower, while even in the ab-
sence of noise there are limits to how much information ogoi@hm can reveal in an image.
We chose the regularization parametet= 4.31 by using the L curve method [16, 14]. We
compared these results with a range of regularization petersig = 0.1toA = 10).

In Fig. 7 we show (a) diffraction-limited and (b)-(e) enhaddmages of two point sources
separated by 320 nm. Application of the Tikhonov method)n(f), and (e) fails to achieve any
significant improvement of the image, revealing neithetiili$ points nor enhancing the aspect
ratio of the blur. We show images enhanced with reguladpgtarameted = 1, 4.31, and 10.
The images are remarkably similar, confirming that the ldckignificant improvement cannot
be explained by extreme sensitivity to parameters. Tikkiaegularization provides a hint of
the two-point structure of the image, but the width in thearded image has no correspon-
dence to the actual probe spacing, which would be desirabieany biological experiments.
Tikhonov regularization also amplifies noise, producinging and haloes that would tend to
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obscure nearby dim objects in more elaborate images. Deingethe regularization parame-
ter even further amplified noise and introduced a backgraxtending beyond the range of
the blur in the original image (a). Further increases in #wutarization parameter suppressed
background and slightly decreased the aspect ratio of theneed image, the precise opposite
of what we want when looking for structure. By comparisom,method significantly enhanced
the aspect ratio of the diffraction blur without introdugibackground artifacts.

6. Conclusions

We have introduced a simple and effective method for enhardiffraction-limited images of
sparse point sources, conditions frequently realizedatobical experiments with fluorescent
probes. Our method can be used to qualitatively track cteamgprobe spacing and relative
intensity. As long as the probes are separated by more tHan@0the aspect ratio will reveal
the presence of multiple probes, and the size of the blurapiiroximately track the object
spacing. Contrast fluctuations can be tracked by monitdtiegshape of the enhanced blur.
Changes in contrast may be especially interesting if thedkment intensity is sensitive to the
local environment or concentration of a dissolved spe@pabling detection of concentration
gradients. Most significantly, the relative simplicity afranethod compared with many super-
resolution algorithms makes it ideal for enhancing moviefiumrescent probes. Work is in
progress to verify the capabilities of our algorithm witlalrénages rather than simulations. A
particularly promising way to test the algorithm is with filgptic nanoscale probe [17]. Unlike
fluorescent probes, which can diffuse, and also vary in lmiggs due to their environment, we
can control the spacing and relative intensities of fibgreapanoscale probes.

Also, the efficacy of our very simple method underscores tfeas that may be fruitful for
future work. The first is that the correlations introduceddiffraction have finite spatial ex-
tent. Pixels outside the range of the PSF can either be disted in a computation, or used
to estimate a background. These ideas reinforce the signdecof wavelets in image process-
ing. The second idea is that the most important informatiandferred to the image plane by a
diffraction-limited lens is not stored in the center of th#érelction blur. The center of the PSF is
flat, and small displacements yield only small changes irsitpeal. Rather, the most important
information is actually off-center, where the slope of ti&F#s a maximum and small displace-
ments yield large changes in intensity. This idea has pusiydbeen exploited to improve the
longitudinal resolution of image acquisition in differeaitconfocal microscopy, and now we
have exploited this idea to enhance lateral resolution iosg-pcquisition technique. We spec-
ulate that it may also be possible to enhance lateral résolirt image acquisition using these
ideas, perhaps achieving resolution on length scalesthata@ccessible to our post-acquisition
approach.
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